Making Policy Decisions Disappear into the User’s Workflow

Abstract
Complaints of security interfering with getting work done often arise when users are distracted from their tasks to make policy decisions. We have identified what is missing from earlier security interaction designs that leads to these interruptions. Explicitly representing policy decisions in the user interface as items relevant to the application and providing application-specific controls for changing those policies has allowed us to reliably infer users’ desired policy decisions from actions they take as they work. This paper describes the underlying principles and how they resulted in an interaction design that does not interfere with the user’s work.
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Introduction
The user interfaces we encounter daily often interrupt our work to ask us to make policy decisions, such as changing a Facebook privacy setting to share a photo or Windows 7 asking to elevate privilege to carry out a request. The software asks because only the user is in a position to know what policy to apply. What would be the impact of a system that made security invisible because it could infer the user’s wishes from actions taken as part of the application tasks? Before we can answer that question, we need such software for testing. The key contribution of this paper is to present principles for interaction designs that make it possible to infer the user’s desired policy without asking.

The principles we propose are not specifically designed to reduce human error [13] or for automating the process of making security decisions [5]. These principles might be used to build better interaction designs for authoring security policies [17], but our work primarily focuses on inferring users’ policy decisions as they go about their work.

Making security disappear
Today’s systems sacrifice usability when adding security. Warning dialog boxes don’t provide sufficient information to allow the user to assess the risk. There is no way on existing systems to express which of a user’s rights to apply to a request, which is the root cause of the Confused Deputy [7]. Systems do not support attenuated delegation, leaving users with the dilemma of sharing credentials or not getting their work done. Authenticating users when in the middle of a task interferes with their work.

These observations led us to identify four dimensions to avoiding the need to trade usability for security.

Dimension 1: Information
We should give users the information they need to make intelligent decisions. If we don’t, they are likely to be unhappy the result of not understanding the implications of the decision.

Following the 10 guidelines for usable security [21] enhances the usability of the security mechanisms. Most of these principles are related to giving users the information they need. For example, “Present objects and actions using distinguishable, truthful appearances.” Surprisingly, most systems in common use implement none of these principles.

Dimension 2: Expressiveness
We need to let users express the modes of sharing they need to get their work done. If we don’t, they will find the workarounds required to do their jobs an impediment.

A decade of building systems for collaborative work and observing how people share led to a search for commonalities [20]. (We have been surprised by our inability to find references for such a list in either the computer science or the sociology literature.) The six identified aspects of sharing are

- Dynamic: No admin needed to approve a change.
- Cross-domain: No one party is in charge.
- Attenuated: Take a dollar, but not my wallet.
- Chained: Re-delegating a delegated right.
- Composable: Use rights from different sources.
- Accountable: Who is responsible, not who acted.

Each time the security blocks one of these modes of sharing, the user must find a workaround. Despite the abundance of collaboration software products, it is like-
ly that email is so widely used for collaborating because only it supports all six aspects of sharing.

**Dimension 3: Control**
We must give users the means to express their decisions. If we don’t, they will be frustrated by the inability of the application to carry out their wishes. One approach is to open a dialog box for every decision. Such security by admonition interferes with the user’s work, often without enforcing the user’s desired policy. CapDesk [19] uses capabilities [4] because that is the only mechanism that has been shown to support all six aspects of sharing while enforcing access control at fine granularity. CapDesk adapts the fundamental property of capabilities, combining designation with authorization, to the interaction design by using acts of designation to denote the desired authorizations. For example, in CapDesk dragging the icon for a file onto the icon for an editor designates that the user wants to use that editor with the file. CapDesk infers that the user wants to grant the process running the editor the authority to read and write the designated file. The result is that the user is not distracted from the task of editing the file to specify the desired policy. Existing systems avoid this problem at the cost of violating the Principle of Least Privilege [18] by granting all the user’s rights to every process the user runs. CapDesk demonstrates that this large vulnerability to viruses is unnecessary.

**Dimension 4: Time**
The interaction design must let users make policy decisions at a time that doesn’t interrupt their work. Groove [16] asks users to determine the trustworthiness of a message sender’s authentication when the message is received, which interferes with the user’s task of reading the message. Instead, we can make this authentication step part of a different user task, that of establishing a new relationship. It’s the same work, but it’s done at a different time so that it becomes part of the user’s workflow.

**Applying the concepts**
Policy decisions are subject to change, and we don’t want to interfere with the user’s work when they do. CapDesk replicates an existing user experience, that of a conventional desktop. That constraint limits the policy decisions that can be expressed directly in the user interface. We had more freedom with the design of SCoopFS [11], (Simple Cooperative File Sharing, the “F” is silent). We used this freedom to design an interaction that lets us infer users’ policy decisions.

SCooFS gets a high score on the information axis because of the way it displays application elements. SCoopFS also gets a high score on the expressiveness axis because it uses capabilities, which lets it support all six aspects of sharing. Like CapDesk, SCoopFS uses acts of designation in the user interface to infer acts of authorization. However, SCoopFS scores higher on the control axis because it represents policy decisions as elements in the application’s user interface and provides application-specific mechanisms for manipulating these policies. SCoopFS also scores well on the time axis because care was taken to make sure policy decisions are made when they fit the user’s activity.

We proposed interaction designs based on earlier versions of these principles for two HP products. Halo [8] is HP’s video conferencing system, which gives people in different locations the sense that they are at a common table. While the physical components met that goal, the user interface for such things as dial-in participants did not. Our proposal [15], which was par-
tially adopted for the product, uses a visual metaphor to represent the shared elements in the room, such as the telephone and overhead cameras.

Another part of our proposal, which was not adopted, allowed control over who could book which rooms. Each user would have a web page listing the rooms that user could book. Each page would have a means to delegate the right to book a subset of those rooms and a means to revoke such delegations.

We also proposed a similar system for managing the physical resources in the HP-Intel-Yahoo! Cloud offering, Open Cirrus [9]. Users would manage their allocations of CPUs and storage from a web page showing what was in use, what they had delegated to whom, and what was currently available. Widgets in the interface were to provide for managing policy decisions made on these resources.

**Policy decisions as controllable objects**

We identified four principles that let the system infer the desired policy from the user’s workflow.

- Every object separately controllable by the user should be represented in the application user interface by a capability that is uniquely distinguishable to the user.
- Every possible policy decision on an object should appear as a unique affordance in the application user interface.
- Every policy decision the user has made should be represented in the application user interface by a capability that is uniquely distinguishable to the user.
- Every possible change to a previously made policy decision should appear in the application user interface as a unique affordance.

If the system follows these principles, every action taken in the user interface that affects policy will be unique. Since there is no ambiguity in determining the user’s intent, there is no need to interrupt the user’s work with a question.

Figure 1 shows an application of the last two of these principles. The second line in the grid shows that “Me,” a pseudonym for the user, granted read and write permission (the double headed arrow under “Mode”) for the file “decideRightSetup.zip” to “AlanXP” on November 25. The grayed buttons show the actions that the user has taken on those files.
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Figure 1: Shares view in SCoopFS.
user can take on this sharing relationship. In this case they are only "Unshare," which revokes the privileges, and "Snapshot Share," which makes a private copy of the file in its current state.

Figure 1 also shows how we use filtering to simplify dealing with large numbers of policy decisions. Clicking the "Show Shares" button when an item is selected results in a view showing all sharing relationships involving that file. Another view shows all the sharing relationships with a given party.

Other considerations
We have shown how these principles apply to access control, but there are other kinds of security policy. For example, deciding whether or not to encrypt communications is often left to the user. One approach that lets the user decide is to make the communication channel a "separately controllable object" and include separate buttons for sending encrypted or not.

The danger with all these affordances is an overly complex user interface. How to avoid this problem depends on the application space. SCoopFS attaches some properties to the communication channel and others to the sharing relationship, as well as eliminating some choices. These design decisions limit the user’s options in ways that make sense for the application domain.

An interface that lets the user specify dozens of actions on each of millions of objects will necessarily be complex. Following the guidelines presented here reduces complexity by not interrupting the user’s work to make policy decisions.

Related work
There are numerous guidelines for designing for usability, e.g., [6], but that work does not mention including the policy decisions in the interaction design. Other work, e.g., [1], makes interruptions of the user’s work less onerous, while our goal is to avoid those interruptions entirely. A key goal of Chameleon [12] is not to "interfere too much with the primary task" nor "intrude on the ordinary activities that people want to perform." Our principles go beyond those goals by attempting to avoid any interference with the user’s primary task.

Many systems don’t support rich sharing. A spouse can’t get to the employee’s electronic pay stub because it’s behind the company firewall (cross-domain). Often, managers are forced to share their Windows domain credentials with those who take care of minor budgeting and personnel matters (attenuated). The implementation of simple service chaining done for the US Navy can achieve either the desired functionality (chained) or the required security (composable), but not both at the same time [10]. Microsoft Live Mesh [14] only fully supports two of the six aspects (dynamic, cross-domain).

Conclusion
We didn’t start out by dreaming up a set of principles and building tools using them. Instead, we built tools and discovered that we weren’t bothering our users. The articulation of the principles came from asking ourselves how we did it, a form of post-hoc synthesis [2].

The primary contribution of this paper is to show that making policy decisions explicitly controllable objects makes it possible to give the user the desired control without needing to leave the task at hand. We are now applying these principles as we build prototypes, such as a secure shell that supports rich sharing, so that we have enough applications to study the implications of making security invisible. The danger is illustrated by the user who asked how to turn on security, which led
us to ask, “Will users accept an application that is secure if they can’t see the security?”
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