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Abstract 
We discuss the idea of text responsive to reading and 
argue that the combination of eye tracking, text and 
real time interaction offers various possibilities to en-
hance the reading experience. We present a number of 
prototypes and applications facilitating the user’s gaze 
in order to assist comprehension difficulties and show 
their benefit in a preliminary evaluation. 
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Introduction 
Since its early origins text was static and unable to re-
act to its reader, it was carved into stone, written on 
papyrus, printed on paper. Only very recently text 
started to be read on digital displays and take advan-
tage of the dynamic capabilities these devices offer. 
The trend towards reading digital does not appear to 
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reverse and it is therefore assumable that in the future 
these devices will gain significance; economically as 
well as from a research perspective.  

However, during the transition to digital text displays, 
most of the properties of text, and thus the ways read-
ers interact with it, were just taken over from the ana-
log world without taking advantage of the capabilities 
these digital devices offers. 

This fact becomes even more interesting when we are 
looking at another technique, that also evolved during 
the last century and allows for an unobtrusive, implicit 
feedback mechanism: eye tracking. Most interestingly 
the history of eye tracking begun with the analysis of 
reading, so lots of knowledge in this domain are al-
ready available, and many processes have thoroughly 
been researched[1].  

Given the fact that eye tracking devices are currently 
developing and miniaturizing with an amazing pace, we 
think it is only a matter of time until we see them being 
integrated into peripheral hardware at a large scale. 
From this perspective we ask: what would happen if we 
combined eye tracking and reading in real time? What 
would happen, if the computer knew what you read, 
and the way, how you did, and if it could react to it ac-
cordingly?  

This is our vision of Text 2.01, text aware of the user’s 
presence and mental status: Using the information pro-
vided by an eye tracker to enrich text where it is 
needed, and to reduce information where it isn't neces-

                                                 
1 http://text20.net 

sary. We think a deeper look into the possibilities of 
Text 2.0 can reveal some interesting opportunities.  

Augmenting the Reading Experience 
Text 2.0 is text attentive to reading. This includes not 
only the written text itself, but also its display system, 
facilitating eye tracking information and interacting with 
the user. Within this chapter we want to discuss a 
number of fields and dimensions within which we see 
possible areas of application. The probably most obvi-
ous distinction in the development of gaze responsive 
applications is whether the specific reactions are de-
fined manually (resp. explicitly), or whether the reading 
device is capable of inferring a proper response implic-
itly, based on the analyzed content of the word under 
attention.  

The explicit branch, which we like to denote as aug-
mented text, comprises all technologies that enable or 
require the text's creator to manually specify responses 
to various gaze related events. It corresponds to an 
author's view on attentive text, in which he or she can 
explicitly define reactions to the readers gaze at the 
document's meta-level, similar to the way it is done in 
HTML.  

Augmented reading, on the other hand, subsumes all 
technologies that work without explicit specification. 
They analyze existing text in conjunction with the 
user's current status and background in order to gener-
ate various assists. These assists range from simple, 
direct feedback up to complex summaries based on 
aggregated gaze data. In contrast to augmented text 
they do not require, at least in theory, any preparation 
on the text in order to work. Instead they rely on the 
interpretation of acquired gaze data, background 
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knowledge about 
the user and a 
number of 
assisting services 
in order to provide 
assistance.   

While most of the 
explicitly defined 
gaze responses are 
usually executed 
instantly we do not 
think that there is 
an upper temporal 
boundary for the 
assists augmented 
reading can offer. 
There we think 

reaction time is a 
second dimension 
that qualifies for 
the description of 
gaze-reactive 

applications: On one side of its spectrum we have an 
instant interpretation of significant gaze patterns pro-
viding real time support, on the other side we have an 
aggregation of gaze augmented information items in 
order to provide assists in the long term. It should be 
noted however, that this long-term analysis differs from 
the diagnostic use of gaze, as there are no manual ex-
traction or interpretation steps involved and the result-
ing response is computed and facilitated unattended.  

Application Overview 
In the previous chapter we outlined a number of di-
mensions when considering textual, gaze responsive 

applications. While we see lots of opportunities for fur-
ther research projects along these dimensions, we want 
to focus on existing prototypes we created within this 
section. They center on instant gaze facilitation for 
augmented text and augmented reading and sketch 
some of the interaction scenarios possible.   

The technical foundation most of the prototypes were 
built upon is the Text 2.0 Framework[5]. This is a 
browser plug-in adding special gaze handling facilities, 
enabling web pages and their JavaScript sources to 
react to gaze in a way similar to mouse and keyboard 
event handling. Using the Text 2.0 Framework we cre-
ated an augmented version of the introduction of The 
Origin of Species from Charles Darwin (compare Figure 
1). For the eyeBook[1] selected chapters of Dracula 
and The Little Prince were annotated. Even though we 
argue that augmented reading applications should work 
without an author’s explicit interference, translations 
and named entities inside the Origin of Species are cur-
rently added by hand, reducing possible error sources.   

Our current tracking apparatus is a Tobii x120 eye 
tracker. It records the user’s point of regard with 120 
Hz and outputs the measured position in pixel coordi-
nates for each eye.  Based on this measurement data 
we first preprocess the data with two independent me-
dian filters and cluster them spatially to discover fixa-
tions and saccades[3]. They serve as the foundation for 
further analysis, like the reading and skimming detec-
tion, and the application controlled event handling.   

Most of the low level event handling and filtering is per-
formed inside the browser plugin; the user interface 
responses are defined inside HTML and JavaScript how-
ever. Gaze active effects are triggered by fixations on 

Figure 1 – Screenshot of our “The Origin of Species” prototype containing a 
number of the discussed features like translations, an automatic bookmark 
(the red arrow) and intelligent footnotes. 
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Figure 3 – Translations are presented on the fly 
when a prolonged fixation is detected.  

Figure 2 – Augmented text version of The Little Prince. 
When reading the first paragraph background music 
starts. Parts of the text are annotated with additional 
effects, like sound effects and images.  

the rendering position of DOM 
elements if they have been 
annotated; reading and skimming 
are detected using their 
characteristic pattern in terms of 
fixation length, angle and 
duration. The detection of 
comprehension difficulties is 
currently being implemented us-
ing an empirically determined 
fixation threshold time of 750ms. 
Even though using a fixed value 
is not our final solution we found 
that it works well with the 
majority of our users while it is 
very simple to implement.  

Using these technologies we created a number of pro-
totypes and features, which we will present in the next 
sections.  

Real Time Effects 
The eyeBook was our initial application in our Text 2.0 
project. It uses augmented text (thus manually de-

clared responses to reading and 
fixation events) to present the reader 
real time effects in accordance to the 
currently read position. The books we 
annotated were selected chapters of 
Dracula and The Little Prince 
(compare Figure 2).  

Background music supports the 
scene’s general sentiment, sound ef-
fects, annotated on the description of 
direct actions or passages give an 

impression of the acoustical atmosphere while images 
and background themes supports the visual sensation.  

Translations 
Probably one of the most frequent sources of compre-
hension difficulties in foreign languages are unknown 
words. Similar to iDict[4], we created a module, which 
presents translation to the reader using the Text 2.0 
Framework. They are presented as small tooltip-
bubbles (glosses) above the word in question, see Fig-
ure 3. They fade in when difficulties are detected (as 
described above), and fade out automatically again. 
The specific translations are currently defined by hand. 
An automatic translation would be possible as well, in 
that case however a single gloss would not be sufficient 
anymore due to possible ambiguities and errors in the 
resolution process.  

Intelligent Footnotes 
Translations are relevant when reading foreign lan-
guages. However, it is not only a lack of word knowl-
edge, which can lead to comprehension difficulties, but 
also a lack of knowledge of the concepts denoted by 
this word. That can even be the case for text written in 
the reader’s native language.  

In order to assist these scenarios we introduced the 
concept of intelligent footnotes (compare Figure 5). If 
comprehension difficulties are detected on terms, which 
do not contain a translation, but are marked by a 
named entity recognition, the according concept is 
looked up in DBPedia2 and its short abstract is ex-
tracted. The beginning of the abstract is then faded in 
as a summary of the supposedly unknown topic in a 

                                                 
2 http://www.dbpedia.org 
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Figure 4 – Long words, which occur frequently in lan-
guages like German, can be segmented vertically. This 
enables the reader to identify their components more eas-
ily. 

footnote area below the docu-
ment, while a small star at the 
corresponding word in the 
original text indicates the 
presence of the summary.  

Segmentations 
Some languages like German tend to produce long, 
compound words. Even though often the reader knows 
the individual parts of those words, some amount of 
time is required to identify their boundaries at the first 
encounter of the new term. In order to assist their vis-
ual analysis we implemented a gaze reactive segmenta-
tion (compare Figure 4). When activated, the gazed 
word splits vertically into predefined segments in order 
to simplify the recognition of its components. 

Speech IO 
It is impossible to always accurately infer the user’s 
current situation and information demand by observing 
gaze data alone.  

In order to overcome the problem of ambiguities we 
attached a speech recognizer and synthesis, which en-
ables the user to interact with the text verbally. Exam-

ples of implemented commands are “how do you pro-
nounce that?”, “can you explain this?”, “who was that 
again?” and “can you translate that?”.  The demonstra-
tive is resolved using the current point of regard; an 
answer is given using the speech synthesizer.  

QuickSkim 
The presented features so far worked on an individual 
word level. Additional information like translations or 
explanations were presented with respect to the user’s 
attention. However, real time gaze-input can even be 
used to alter the whole document presentation based 
on the users speed of progress.  

The basic idea of QuickSkim is that while skimming 
non-content words like articles and junctions lose im-
portance, whereas content words gain it. We therefore 
want to give the reader the chance to peripherally iden-
tify the next appropriate fixation target while he is in 
skimming mode (see Figure 6).  

In contrast to the previous examples we do not take 
into account the users specific position on the screen, 
but only the relative progress being made, measured in 
characters per second. This speed is converted into a 
general fadeout value, which is applied gradually to the 
presented text.  

All words in the document are assigned to currently ten 
different classes (class 0 = most frequent words, class 
9 most infrequent and unknown words) based on their 
unigram frequency. While reading, every class is dy-
namically assigned an opacity value based on the class 
they are in as well as the current fadeout value.  

Figure 5 – Sometimes an explanation is more useful than a direct translation. We introduced the con-
cept of intelligent footnotes, which provide additional information to the problematic concept. The 
footnote is displayed in a separate area at the lower part of the screen.  
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Figure 6 – Also parts of the text not under direct gaze can be 
influenced by the user’s progress. In this prototype irrelevant 
parts are faded out when skimming is detected.  

 
Outlook & Conclusion 
We argued that real time, gaze 
responsive text offers some 
unique benefits as a result of 
its distinctive structure, the 
accuracy today’s eye tracking 
offers and the current state of 
research in the domain of 
reading. In addition we 
presented a number of 
properties distinguishing these 
Text 2.0 systems. 

To emphasize our arguments 
we implemented a number of 
prototypes that facilitate eye-
tracking input in order to pro-
vide real time effects, which 
can help the reader compre-
hending the text. While some 

parts of these applications are still under construction 
we have shown the potential they can offer to digital 
reading systems capable of facilitating gaze as an im-
plicit source of input.  

In a preliminary survey performed on the Frankfurt 
Book Fair 2009 we found that the majority of our users 
were satisfied with our current state of the art and UI 
paradigms. Sixteen randomly selected visitors agreed 
to answer a questionnaire. It contained, amongst oth-
ers, five-point Likert scales (ranging from -2 to 2) ask-
ing them about their impression on the demos. There 
we found that the feedback on the real time effects 
(1.14), translations (1.75) and intelligent footnotes 
(1.36) was throughout positive.  

Our current prototypes only work on an individual level. 
We think that the next major step will be to integrate 
collective reading data in order to assist reading for the 
single user.  

Within as well as beyond the ideas presented in this 
paper we see plenty of research areas worth investiga-
tion. These areas include the human computer interac-
tion, gaze evaluation algorithms as well as improve-
ments in the services employed.  
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