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Abstract 
Sketch recognition user interfaces currently treat the 
pen in the same manner as a mouse and keyboard. The 
aim of this workshop is to promote thought and 
discussion about how to move beyond this to create 
natural and intuitive pen-based interfaces. To this end, 
the workshop will include panel discussions, group 
discussions, and even an instructional session on 
drawing sketches.  

Motivation 
Sketch recognition interfaces exist at the crossroads of 
artificial intelligence and human-centered systems; 
however, traditionally sketch recognition has focused 
on 1) the AI aspects of the field and 2) incorporating 
recognition into existing interface paradigms, 
sometimes at the cost of the user experience. Users of 
sketch recognition systems are frequently required to 
use a seemingly familiar tool within the restrictions of 
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the traditional WIMP interface paradigm whose input 
has been dominated and skewed by the proliferation of 
the keyboard and mouse. Commonly, the pen acts as a 
mere replacement device for a mouse, and sketch 
recognition researchers seem somewhat bound to this 
approach. While some work has been done seeking to 
ameliorate the oddity caused by the use of a pen in a 
potentially unnatural and unintuitive environment 
designed around a mouse and keyboard, a gulf still 
exists between the sketch recognition system and the 
user. To the user, a new mode of interaction is 
occurring, pen input; however, this conceptual model is 
inaccurate as the computer still interprets the pen 
under the mouse/keyboard archetype. No longer can 
the pen merely stand in for the mouse; rather, a new 
paradigm of human-computer interaction must be 
designed around the pen and recognition of the pen 
input. Pen-based interfaces should provide 
interpretation and feedback in a natural and intuitive 
manner, rather than locking the user into mouse-like 
interactions.  

We have created a workshop called “SkCHI: Designing 
Sketch Recognition Interfaces”, which focuses on the 
computer human interface of sketch recognition (SkCHI 
is pronounced ‘Skye’, although some may think the 
name ‘Sketchy’). This workshop seeks to classify and 
redress the gap between user understanding and 
interaction. Current interaction techniques and 
paradigms will be examined for weakness and 
strengths, and be adapted or incorporated in the design 
of a new interaction model tailored for sketch 
recognition systems. We will investigate how current 
interaction methods have succeed and how they have 
failed, and what new methods are needed to create a 
natural and intuitive sketch recognition system. In 

short, we seek to envision a powerful new interaction 
paradigm in which the pen is the primary interaction 
tool. 

Previous Research 
Several researchers within the sketch recognition 
community have conducted preliminary research 
related to our goal of a unified sketch recognition 
interface framework; however, the primary focus of 
most research groups has been on recognition 
algorithms and accuracy. These initial steps provide a 
strong base from which the new sketch interface 
paradigm can be built. For example, Alvarado provides 
insight into the requirements of a sketch recognition 
interface within keyboard/mouse world in [2]; 
Hammond and Davis seek to formalize the underlying 
language of sketch interfaces in [8], Stahovich et al. 
employ sketch recognition for mechanical design [14]; 
Forbus et al study spatial reasoning through user 
recognized sketches [7]; Davis summarizes the power 
of sketch recognition interfaces in [5]. 

Sketch recognition interfaces draw heavily from 
research search done in pen-based computing. Bi et al. 
have investigated deeply how the pen can be used as 
an interaction tool [4]; Apitz et al. have proposed new 
methods for pen-based selection and other commands 
[3]; Saund and Lank investigate modality in pen-based 
computing [13]; Landay and Myers have developed 
sketch-based interface design tools [9]; Kurtenbach 
and Buxton have pioneered novel interfaces using pen 
input [12]. 

Workshop Topics 
Users were asked, not to present papers on their 
research, but rather potent and reactive position papers 

Figure 2: MathPad2 [11] 

Figure 3 : MathBrush 

Figure 1: ICanDraw [6] 

Figure 3: MathBrush [10] 
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on the open research problems in the SkCHI 
community. Discussion topics in the design of this new 
interaction paradigm include, but are not limited to: 

• What is an acceptable amount of user instruction 
and/or user training examples such that the system 
is still usable? How does the domain factor into the 
tradeoff between a ready-to-use system versus one 
requiring learning or training by a user? 

• Feedback is invariably an important feature in 
sketch recognition systems. What are various 
possible methods of feedback? Which types of 
feedback are appropriate in which situations? 

• Erasing is challenging to implement, especially 
when considering aspects such as stroke-level 
versus bitmap-level erasing, and the effects on re-
recognition. What is the best way to implement 
erasing in order to provide a truly usable drawing 
experience? 

• The images displayed on the screen are of primary 
importance to the user. Displaying a user’s original 
strokes has significant benefits, as does displaying 
the system’s interpretation. How can sketch 
recognition systems harness the benefits of both 
methods of display? 

• Errors, caused by a recognizer or by a human, will 
occur. What is the best way to deal with error 
detection and recovery? 

• Sketches of a single design contain a combination 
of drawing, editing, and attention strokes. An area 
of continuous debate has been mode versus 
modeless systems. What is the best way to 
distinguish between these stroke types from a user 
interface perspective? 

• What editing capabilities are necessary to make a 
truly usable experience? 

• Sketch recognition systems have been mostly 
limited to a specific type of domains. What other 
domains could benefit from diagram 
understanding? How could sketch recognition be 
applied to these domains? What are the difficulties 
(and possible solutions) for applying sketch 
recognition such a domain? 

• Sketching is not just about drawing. When people 
sketch, they talk, they interact, they touch, they 
gesture. How can the benefits of multimodal 
interfaces be incorporated to create a usable 
application? What are some of the pitfalls of 
multimodal interaction? How can the pitfalls be 
overcome? 

• Repeatedly, the question “What is the killer 
application?” is posed to the sketch recognition 
community. What factors of design and usability 
are necessary before any such killer application can 
exist?  

• What else is holding back sketch recognition 
systems from being truly positive computer-human 
interaction experiences? 

 
Workshop Goals 
The goal of our workshop is to obtain potential 
solutions to user interface difficulties that have eluded 
sketch recognition system creators.  But more 
importantly we want to provoke new avenues of 
thought for sketch recognition research. As such, the 
workshop will consist of research overviews and 
introductions, panels and debates, and even drawing 
sessions.  
 

This workshop will dedicate one day to the examination 
of these open research problems. The day will start 

Figure 4: CrossY [3] 

Figure 5: CogSketch [7] 

Figure 6: Scriboli [4] 
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with a 2-minute madness where each contributor 
presents her past experience and/or research 
contributions in the field of designing sketch recognition 
interfaces. Then, interesting and diverse opinions on 
the above topics will be chosen to briefly present their 
ideas and then lead a panel on the topic. Many of these 
sessions will involve people breaking up into groups of 
a manageable size to provoke innovative discussions. 
During the day we plan to divide the group into 
students and non-student to discuss the future of the 
field. We expect that the students of today will be the 
leaders of the field tomorrow, and as such will provide 
an interesting perspective on the future of the field. 
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Figure 8: Sketch Interface for military 
course-of-action (COA) symbols. 

Figure 7: MIDOS [1] 

Figure 9: Hashigo [15] 
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